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My goal is to build trustworthy generative artificial intelligence (AI). So far, my research has centered
around natural language generation (NLG) models. Thanks to large-scale pretraining and tuning with
human feedback [1], large language models (LLMs) are now able to follow instructions and generate
realistic and coherent texts. While this is an exciting development in AI, there is a rapidly growing
concern with the rampant proliferation of powerful generative models in the cyberspace causing tangible
harms to people and societies.
My research answers to the urgent call for iden-
tifying and mitigating the risks from deployment
of LLMs. Illustrated in the figure, I approach
this goal from three aspects: (1) Identifying po-
tential threats by red teaming; (2) Algorithms and
protocols motivated by the identified threats, for
trustworthy generative AI; (3) Understanding and
characterizing the generation or training process
of LLMs, which serves as basis for the former two
aspects. I expand them below.

Identifying Potential Threats: Red Teaming
Due to the black-box nature of LLMs, their behavior could be unexpected and exploited by malicious
parties. To mitigate the risks, one needs to identify the threats first. In this section, I highlight two works
in which we conduct red teaming against popular NLG metrics or systems.

Blind Spot Metric(s)
positioned error MAUVE

injection UniEval
self-evaluation GPT-PPL, BARTScore

freq n-gram GPT-PPL, MLM-PPL
truncation BERTScore, BARTS., ...

Blind Spots of NLG Evaluation Metrics: A recent series of
work proposed to base NLG evaluation metrics on LLMs (e.g.,
BERTScore [2]). However, the flaws of LLMs, in combination
with certain design choices, may lead to the metrics based on
such LLMs being brittle and open to manipulation. In our work
[3] (ACL2023), we develop a suite of comprehensive stress tests
for the robustness analysis of NLG metrics. The tests are motivated by metric design choices, properties
of LLMs, or general fluency/consistency errors. Our experiments reveal a large number of glaring insen-
sitivities, biases, and even loopholes in different metrics (a subset is shown in the table). Thus, our stress
tests give concrete directions of improvement for LLM-based metrics.

Egregious Responses of NLG Models: In open-ended language generation tasks, an important and urgent
problem is whether the model could give an egregious (aggressive, insulting, dangerous, etc.) output.
In our work [4] (ICLR2019), we design a discrete optimization algorithm to find input sequences that
will cause the model to generate egregious responses. Moreover, the optimization algorithm is enhanced
for large vocabulary search and constrained to search for input sequences that are likely to be input by
real-world users. Experiments show when prompted with the trigger inputs found by our algorithm, the
model assigns high probability to the targeted response. A follow-up work [5] for mitigation will be
discussed in the next section.

Looking forward, I plan to expand red teaming to a broader spectrum of AI applications. In one of my
on-going work, we stress-test machine-generated text detectors under various threat models [6]. My
proposal based on that project recently received the UW Postdoc Research Award ($10,000).
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Algorithms and Protocols for Trustworthy Generative AI
The identified urgent threats serve as a catalyst for research aimed at mitigation. My recent work puts
forward multiple algorithms and protocols to address issues in security, social engineering, privacy, etc.
Below I highlight several representative works.

Negative Training for Behavior Correction: To address the egregious response problem [4] and other
identified problems in NLG models, we propose the negative training framework [5] (ACL 2020). Dur-
ing negative training, we first find or identify prompt-generation pairs for a trained NLG model that
exhibit some undesirable generation behavior, treat them as “bad examples”, and use them to feed neg-
ative training signals to the model. The objective is derived from empirical risk minimization, whose
gradient turns out to have a nice form symmetrical to the gradient of the standard MLE objective. Exper-
iments show that negative training can effectively alleviate the undesirable behaviors. This methodology
was adopted by several contemporary and independent works such as [7] and [8].

SemStamp: A Semantic Watermark Algorithm: The generations from powerful LLMs can be used by
malicious users for social engineering. Watermarked generation is an approach which facilitates the
detection of machine-generated text by adding algorithmically detectable signatures during LLM gener-
ation which are imperceptible to humans. However, the existing token-level algorithm [9] is vulnerable
to paraphrase attacks. We propose SemStamp [10], a robust sentence-level semantic watermarking algo-
rithm based on locality-sensitive hashing (LSH), which partitions the semantic space of sentences. The
algorithm encodes and LSH-hashes a candidate sentence generated by an LLM, and conducts sentence-
level rejection sampling until the sampled sentence falls in watermarked partitions in the semantic em-
bedding space. Experimental results show that our algorithm is not only more robust under paraphrase
attack, but also better at preserving the quality of generation. Two research proposals I wrote based
on this project received the ORACLE Project Award ($100,000 of cloud credits) and the CCF-Tencent
Rhino-Bird Young Faculty Open Research Award ($50,000).

LatticeGen: Cooperative Privacy-Aware Generation: In the
current user–server interaction paradigm of prompted genera-
tion with LLM on cloud, the server fully controls the genera-
tion process, which leaves zero options for users who want to
keep the generated text to themselves. To protect user privacy,
we envision a open-source third-party client that handles the
interactions with the server for the user. The client executes privacy-aware protocols with the server,
and the user only needs to provide the prompt to the client. We propose LatticeGen [11], a cooperative
protocol in which the server still handles most of the computation while the client controls the sampling
operation. Illustrated in the figure, the key idea is that the true generated sequence is mixed with noise
tokens by the client and hidden in a noised lattice. While the lattice structure somewhat degrades gen-
eration quality, LatticeGen successfully protects the true generation to a remarkable degree under strong
attacks.

Under the goal of building trustworthy AI, the algorithms above introduce different trade-offs for various
desired properties. My on-going research aims to minimize the performance degradation. On the other
hand, the development of new frameworks and red-teaming goes hand-in-hand. As future work, I am
excited about considering stronger threat models and algorithmic solutions.

Understanding and Characterizing the Generation or Training Process of LLMs
Gaining a better understanding of LLM training and generation is vital to the designing of stronger stress
testing or algorithms, and there are a lot of unsolved mysteries around the empirical marvel of LLM.
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The Shared Properties of Sampling Algorithms: Sampling algorithms play an important part in LLM gen-
eration. There are three popular sampling algorithms: top-k [12], nucleus [13] and tempered sampling.
But the reason behind their success was unclear. In our work [14], by carefully inspecting the transfor-
mations defined by different sampling algorithms, we identify three key properties that are shared among
them: entropy reduction, order preservation, and slope preservation. We design experiments and validate
both necessity and sufficiency aspects of the properties for good performance.

A Theoretical Grounding for Gradient Clipping: Despite the wide adoption of gradient clipping in LM
training, it lacks a firm theoretical grounding. In our work [15] (ICLR2020, reviewer score 8/8/8, citation
334), we provide a theoretical explanation for the effectiveness of gradient clipping. From observations
of practical LM training examples, we introduce a novel relaxation of gradient smoothness that is weaker
than the commonly used Lipschitz smoothness assumption. Under the new condition, we prove that gra-
dient clipping converge arbitrarily faster than gradient descent with fixed step size. We further explain
why such adaptively scaled gradient methods can accelerate convergence and verify our results empiri-
cally in popular neural network training settings.

Node Pruning: Some of my earlier work is on restructuring neural network for faster inference. In
[16] (ICASSP2014, citation 151), we demonstrate that whole neurons (as opposed to weights) in a deep
neural network can be pruned with only marginal performance loss. It is a pioneer work in structured
pruning.

As the training and usage of LLMs continue to evolve [1, 17], I am interested in spending future research
efforts for developing novel tools to analyze the system’s behavior. One of my on-going work studies
LLM training dynamic under the PPO algorithm.

Future Directions: Towards Secure and Trustworthy Empowered Agents
I envision that, in the future, empowered AI agents will interact with humans in rich environments. By
“empowered” I mean the agent will be able to create or modify environments, and give instructions. A
recent example is AutoGPT 1, in which agents are given access to code execution, software and services
online. The complex interactions bring not only many exciting challenges, but also huge concerns in
security [18]. Below I discuss several concrete future directions.

Automatic Red Teaming: For safety, the empowered agents would need extensive stress testing. Given an
application, it would be exciting if an adversarial model can automatically help developers design stress
tests and locate potential security blind spots of the current agent. The adversarial model can also be a
LLM finetuned with reinforcement learning [19].

Crowd Simulation for Policy Making: One of my on-going projects is about simulating how a crowd of
agents would change their opinions about COVID-19 during a process of information exchange (inspired
by [17]). This type of crowd simulation will be useful for policy making.

Simulation Engines: The system testing and evaluations depicted above will be powered by simulation
engines. In addition to office-style or text-only applications, I am also interested in the possibility of
embedding empowered multimodal AI into the existing strong video game engines such as Unity.

The discussed research directions are related to a wide range of applications such as AI for education,
engineering, entertainment, mental health, policy making, etc. With the goal of building trustworthy
generative AI unchanged, I am excited about expanding the research efforts of my future lab and collab-
orating with other faculty members in the interdisciplinary field of empowered agents.

1https://github.com/Significant-Gravitas/AutoGPT
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